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Linear regression

Linear regression in R
To illustrate linear regression, we are going to use the same data as we used in Chapter 10 for illustrating the use of partial correlations. We have set up the data in Excel as shown in Screenshot 1:
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Screenshot 1
You can see from Screenshot 1 that we have three columns set up, each one containing the data for one of our variables. We have three variables called ‘age’, ‘height’ and ‘weight’. You need to import this data into R (we have done so and called the data frame ‘LinReg’). Once you have done this, it is good to use the attach() command to make it easier to refer to the variables within the data frame. You can then use the lm() command to run the multiple regression analysis:

>attach(LingReg)

>lm(weight~age)

When you type in this command, you will be presented with the output presented in Screenshot 1
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> attach(LinReq)
> lm(veight~age)

call:
In(formula = weight ~ age)

Coefficients:
(Intercepe) age
7.5180 0.1896
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Screenshot 1
This command is not really much use on its own as it does not really give us want we want and so we need to use the summary() command in conjunction with the lm() command:

>summary(lm(weight~age))

When you use this command, you will be presented with more regression details (Screenshot 2):
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call:
In(formula = weight ~ age)

Residuals:
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Screenshot 2
You should be able to see from this that we have an unstandardised regression coefficient of 0.19 which has an associated t-value of 15.69 and a p-value of < .001. The R-square is 0.97 and this has an F-value on 1, 8 degrees of freedom = 246.1 which has an associated p-value > .001. Thus, there is a significant relationship between age and weight.

The way we have used the lm() command has only given us the unstandardised regression coefficients. If you want the standardised regression coefficient, you can get this by including the standardised variables in the regression command for example:
>summary(lm(scale(weight)~scale(age))

The scale() command standardises each variable (that is, it converts them into z-scores) and then uses this standardized variable in the regression analysis (Screenshot 3);


[image: image4.png]> sumwary (lm(scale (weight]~scale (age)))

call:
In(formula = scale{ueight) ~ scalefage])

Residuals:
Hin 10 Hedian 30 Hax
-0.26288 -0.11283 -0.02491 0.12612 0.27043

Coefficients:
Estimate Std. Error t value Pr(>|t]

(Intercept] 1.698e-16 5.952e-02  0.00 1

scalefage] 9.841=-D1 6.274e-02  15.69 2.72e-07 *7%
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Residual standard error: 0.1882 on 8 degrees of freedom
Hultiple R-squared: 0.9685, Adjusted R-squared: 0.9646
F-statistic: 246.1 on 1 and 8 DF, p-value: 2.723e-07



Screenshot 3
The output in Screenshot 3 is essentially the same as that in Screenshot 2 except that in the ‘Coefficients:’ table the estimate for age is now the standardized regression coefficient.

Obtaining the scatterplot with regression line and confidence intervals in R
To obtain a scatterplot with a regression line in R, you have to use three separate commands. First you have to run a regression analysis and associate this with a variable name. You then need to generate the scatterplot and finally you use the variable you associated the regression output with, to superimpose the line of best fit onto the scatterplot. Thus, in the example of predicting weight from age, you would type in the following three commands:

>regline <-lm(weight~age)

>plot(age, weight)

>abline(regline)

In these commands, the regline <- part records the regression findings in the variable called ‘regline’, the plot(age, weight) command generates the scatterplot with age on the x-axis and weight on the y-axis and, finally, the abline(regline) command superimposes the regression line on to the scattergram. The abline() command superimposes lines on to the graphs and in this case it looks to the regression details stored in the variable ‘regline’ to determine which line to superimpose on to the scatterplot. When you run these three commands, you will be presented with the scatterplot illustrated in Figure 1:
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Figure 1
Using regression to predict missing data in R
To use regression to predict missing scores, we can use the information that we obtain from the regression output and the use a formula in R to generate the predicted values for each participant. This is somewhat easier than doing this in SPSS as it involves only two commands. We need to take the details from the unstandardised regression output illustrated in Screenshot 2. We can write the regression equation for predicting weight as:

Weight = 7.92 + 0.19 × age

7.92 is the ‘estimate’ value from the intercept row of the output in Screenshot 2 and 0.19 is the value of the ‘estimate’ from the age row. We can now use this equation to generate a predicted weight for each participant’s value of age and store this in a new variable e.g.

>Predictedweight <-(7.92 + (0.19 * age)

>Predictedweigth

These two commands would lead to the output presented in Screenshot 4:


[image: image6.png]> Predictedweight <-(7.92+(age*0.19))

> Predictedveight

[1] 8.49 9.06 9.63 10.20 10.77 11.34 11.91 12.48 13.05 14.13
>



Screenshot 4

The scores printed out after the Predictedweight command are the predicted weights for each participant in the data file. Let us assume that the fourth participant had a missing value in the original data file for weight. We can look at the fourth score from the list in Screenshot 4 (which is 10.20) and then use this instead of leaving this score blank in our data analyses.
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